California Government Enterprise Network (CGEN)

BACKGROUND
There is a growing demand for the State of California to conduct its business differently. Consequently, California has a significant challenge to redesign its business approaches and processes. One of its greatest challenges is to implement an Information Technology (IT) environment that supports a new business model - one that builds an IT infrastructure that efficiently connects agencies to each other and to their customers, and one, which provides appropriate access to information from any place, at any time.
In response to Executive Order S-03-10 in which all CIOs of all agencies under direct executive authority shall begin migration from their existing network services to the California Government Network (CGN) by no later than July 2010.
To achieve this directive the Office of Technology Services (OTech) secured Gartner Group to conduct a study and recommend viable technical solutions (See Strategy Shift Diagram). The recommendations made were to:
· Develop a single enterprise network with mandatory participation.
· Develop enterprise state network architecture and service levels based on adoption of modern network technologies.
· Align network decision-making and reporting relationships under State CIO.
· Move to an outsourced model with separate formal procurement.

· Transform the role of OTech from network provider to service manager.
The benefits of these recommended solutions are:

· Improved network security

· Provide departmental privacy/security

· Enhance network performance

· Support interdepartmental shared services

· Reduce costs
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MPLS IMPLEMENTATION
To help facilitate migration to a statewide enterprise network infrastructure, Multi-Protocol Label Switching (MPLS) is being configured on March 28, 2010 at OTech. MPLS is a feature on routers that OTech currently owns that will allow OTech to better serve customers in a number of ways such as giving them the ability to configure:

· Quality of Service - Prioritize real-time data like IP Phone or video conferencing over non real-time communications.

· Re-routing - OTech's network would have the capability of re-routing communications around a failure point in much less time than previously capable, improving performance of various methods of communication such as network traffic from video conferencing. MPLS provides network operators flexibility to divert and route traffic around link failures, congestion, and bottlenecks.

· Provide OTech additional network service tools (specifically, improvements to problem analysis and performance tuning) that should improve service to customer departments like CDPH.
Above is a simple diagram that shows CSGNET connectivity in throughout California. When OTech configures MPLS, the physical design is not going to change. OTech will be implementing the first VRF (Virtual Routing and Forwarding) table during this coming weekend.

Today OTech has a single routing table that contains customers and backbone IP addresses. After the change, OTech will have two routing tables (Global and VRF). The Global routing table will have the IP addresses for the backbone routers. The VRF routing table will have the IP addresses for the customers.
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If you have questions regarding the following article, please contact the 24/7 OCIO Service Desk at (916) 464-4311 or Service.Desk@state.ca.gov.

MULTI-PROTOCOL LABEL SWITCHING
TESTING AND FINAL IMPLEMENTATION

CHANGE REQUEST 8052
The Office of Technology Services (OTech) Network Engineering group is in the final stages of implementing Multi-Protocol Label Switching (MPLS) on the California State Government Network (CSGNet).  MPLS provides the ability to divert and route traffic around link failures, congestion and bottlenecks, and will assist in migrating to the California Government Enterprise Network (CGEN).  This change does not involve any hardware changes and only applies to OTech managed network devices.

Phase I

On Sunday, March 14, the OTech Network Engineering group, with the participation of customers, tested connectivity and access to services and applications. All customers’ feedback captured during this test was reviewed and all necessary changes were incorporated into the final implementation phase.

Phase II

On Sunday, March 28, from 04:00 a.m. to 07:00 a.m., during the OTech scheduled Network maintenance window, OTech will now implement the MPLS on the CSGNet.  As with the migration test performed on March 14, customers should anticipate some intermittent loss of connectivity to OTech and resources during the change request period.

Due to the complexity of this activity, OTech strongly encourages customers to test and validate connectivity and access to services and their applications.  By 12:00 p.m. on Friday, March 26, customers are encouraged to email the OCIO Service Desk (Service.Desk@state.ca.gov) with contact information for those individuals who will be testing during the MPLS implementation.  Departments must provide contact information to receive progress reports while the work is being performed.  After implementation and during testing, customers are asked to contact the OCIO Service Desk immediately to report any issues, which will be communicated to Network Engineering staff to troubleshoot.

The OTech Communications Coordinator will be providing general information beginning Sunday, March 28, at 04:00 a.m.  Customers should NOT begin testing until instructed to do so by the Communications Coordinator.  Regular updates will be provided to customers based on the proposed schedule.  OTech Network Engineering staff will be on-site and fully staffed to ensure this migration is successful.

The OTech Network Engineering encourages customers to test connectivity and access to the following:

· Internet

· Email applications

· Mainframe applications

· Web facing applications

· Internal applications

· Applications hosted at either the Cannery or Gold Camp Campus

Customers should tailor the above testing recommendations based on their business needs.

NOTE: The MPLS implementation does not change the applications.  Connectivity from the client to the OTech panel screen constitutes a successful test for mainframe applications and there will not be a need to have the regions or applications scheduled outside of normal scheduled hours.. Environments such as servers, email and other services, the client’s ability to access these services will confirm connectivity is successful.

SCHEDULE OF EVENTS

Sunday, March 28 – Implementation:

04:00 a.m. - 05:30 a.m. – MPLS Migration Begins

Migrate all customer traffic to a MPLS routing table.  This will be done one distribution router at a time.  Customer access to OTech and resources will be intermittent during this time.

05:30 a.m. - 06:45 a.m. – Testing

Customer and OTech staff will test and verify connectivity to resources.  It is critical for customers to test during this period.  Assessment results will be based on the input provided.  This time will also be used for troubleshooting, if necessary.

06:45 a.m. - 07:00 a.m. – Initial Assessment

OTech staff will use this period to assess the success criteria to determine whether to proceed with the MPLS implementation.

07:00 .a.m. - 10:00 a.m. – Final Assessment

OTech will reassess the remaining outstanding issues with input from customers.  If it is determined that a roll-back is needed, OTech can implement the roll back to its original configuration within half an hour.

10:00 .a.m. – Final Implementation or Roll Back

The implementation is complete or is rolled back to the original configuration.  Any outstanding incidents will continue to be addressed with the customers until resolution is reached with on-site network staff.

We would like to thank customers for partnering on this very important migration effort.  The success of this migration cannot be accomplished without your participation.

If you have questions or concerns regarding this activity, please reference Change Request 8052.
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